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➢ In this lecture you are introduced to the simple linear regression model, which is
estimated using the principle of least squares.

➢ Given a generic Bivariate Linear Regression Model:

𝑦𝑡 = 𝛽0 + 𝛽1 𝑥𝑡+ 𝑒𝑡
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Lab-3: Simple Linear Regression Model (SLRM)

Assumptions 2-3-4 are 
also called

“Classical Assumptions
Of Gauss-Markov”

➢ The main assumptions of the SLRM are:

✓ Assumption 1: The regression model is linear in parameters and it is
correctly specified

✓ Assumption 2: The expected value of error terms is zero

✓ Assumption 3: Homoscedasticity of error terms

✓ Assumption 4: No autocorrelation of error terms

✓ Assumption 5: The X variables are not stochastic

✓ Assumption 6: Gaussian-Distribution of residuals
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= ෝ𝑦𝑖

➢ To find analytically the parameters 𝛽0
and 𝛽1 you need to solve the following
optimization problem:

➢ In other words we are looking for those

values (𝛽0 and 𝛽1 ) such that minimize
the square of the residuals (or the
distance between 𝑦𝑖 and ෝ𝑦𝑖 ) for each
observation.

𝑚𝑖𝑛

𝑖=1

𝑁

𝑦𝑖 − 𝛽0 − 𝛽1𝑥𝑖
2

𝛽0 𝛽1

➢ The solutions of the minimization problem are:

➢ If the “classical assumptions” hold, Ordinary Least Square (OLS) is the Best
Linear Unbiased Estimator (BLUE) – Gauss Markov Theorem

𝛽0 = ഥ𝑦 − 𝛽1 ഥ𝑥

𝛽1 =
σ𝑖=1
𝑁 (𝑥𝑖−ഥ𝑥 )(𝑦𝑖−ഥ𝑦 )

σ𝑖
𝑁(𝑥𝑖−ഥ𝑥 )

2
=

𝑆𝑥𝑦

𝑆𝑥𝑥
=

𝐶𝑜𝑣(𝑥, 𝑦)

𝑉𝑎𝑟 (𝑥)

Lab-3: Simple Linear Regression Model (SLRM)
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Lab-3: Simple Linear Regression Model (SLRM)
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Lab-3: Simple Linear Regression Model (SLRM)
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Lab-3: Consumption dataset - SLRM
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Lab-3: Simple Linear Regression Model (SLRM)
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Lab-3: Simple Linear Regression Model (SLRM)
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Lab-3: Simple Linear Regression Model (SLRM)


