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➢ Given a the simple Linear Regression Model:

➢ The unknown parameters can be estimated by using OLS estimation as follows:

𝑦𝑡 = 𝛽1 + 𝛽2 𝑥𝑡+ 𝑢𝑡
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Lab-4: Simple Linear Regression Model (SLRM)
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Lab-4: Coefficient of determination 𝑹𝟐
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Lab-4: Coefficient of determination 𝑹𝟐
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Lab-4: Simple Linear Regression Model (SLRM)
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Lab-4: Simple Linear Regression Model (SLRM)
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Lab-4: Simple Linear Regression Model (SLRM) (1/2)
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Lab-4: Simple Linear Regression Model (SLRM) (2/2)
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➢ Considering the following simple regression model:

𝑊 = 𝛽1 + 𝛽2𝐸𝑑 + 𝑢

where:

➢ 𝑊 is a vector of hourly wages

➢ 𝐸𝑑 is a vector of year of schooling.

➢ 𝑢 is a vector of noise (“classical” error terms)

➢ You are requested to carry out the following duties:

1. Perform the regression equation to get the estimates of 𝛽1 and 𝛽2

2. What is the interpretation of 𝛽2? Explain.

3. Find the vector of the fitted values ෣𝑝𝑟𝑖𝑐𝑒

4. Find the vector of residual ො𝑢

5. Compute:

a) Total Sum of Square (TSS)

b) Explained sum of square (ESS)

c) Coefficient of determination 𝑅2

Lab-4: Simple Linear Regression Model (SLRM)
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Lab-4: Education dataset - SLRM
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Lab-4: Education dataset - SLRM (1/3)
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Lab-4: Education dataset - SLRM (2/3)
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Lab-4: Education dataset - SLRM (3/3)


